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ABSTRACT

In this paper we introduce error-control techniques for improving the error-rate performance that is delivered
to an application in situations where the inherent error rate of a digital transmission system is unacceptable.
The acceptability of a given level of bit error rate depends on the particular application. For examples, certain
types of digital speech transmission are tolerant to fairly high bit error rates. Other types of applications such
as electronic funds transfer require essentially error-free transmission. For example, FEC is used in the satellite
and deep-space communications. A recent application is in audio CD recordings where FEC is used to provide
tremendous robustness to errors so that clear sound reproduction is possible even in the presence of smudges
and scratches on the disk surface.
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I. INTRODUCTION

In most of the communication channels a certain level of noise and interface is unavoidable. With the
advent of digital systems, transmission has been optimized. However, bit errors in transmission will
occur with some small but nonzero probability. For example, typical bit error rates for systems that
use copper wires are in the order of 107 i.e. one in a million. Modern optical fiber systems have bit
error rates of 1079 or less. In contrast, [3] wireless transmission systems can experience error rate as
high as 1073 or worse. There are two basic approaches to error control. The first approach involves
the detection of errors and an automatic retransmission request (ARQ) when errors are detected. This
approach presupposes the availability of a return channel over which the retransmission request can
be made. For example, ARQ is widely used in computer communication systems that use telephones
lines. The seconds approach, forward error correction (FEC)[1][5], involves the detection of errors
followed by processing that attempts to correct the errors. FEC is appropriate when a return channel is
not available, retransmission requests are not easily accommodated, or a large amount of data is sent
and retransmission to correct a few errors is very inefficient. Error detection is the first step in both
ARQ and FEC. The difference between ARQ and FEC is that ARQ wastes the bandwidth by using
retransmission, whereas FEC requires additional redundancy in the transmitted information and incurs
significant processing complexity in performing the error correction.

II. DETECTION SYSTEM TECHNIQUES

Here, the idea of error detection has been discussed by using the single parity check code as an
example throughout the discussion. As illustrated in Figure 1.1, the basic idea in performing error
detection is very simple. The information produced by an application is encoded so that the stream
that is input the communication channel satisfies a specific pattern or condition [2][7]. The receiver
checks the stream coming out of communication channel to see whether the pattern is satisfied or not.
If it is not, the receiver can be certain that an error has occurred and therefore sets an alarm to alert the
user. This certainty stems from the fact that no such pattern would have been transmitted by the
encoder.
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Figure 1.1 General error-detection systems

The simplest code is the single party check code that takes k information bits and appends a single
check bit to form a codeword. The parity check ensures that total number of 1’s in the codeword is
even; that is, the codeword has even party. The check bit in this case is called a parity bit. This error
detection is used in ASCII where characters are represented by seven bits and the eighth bit consists
of a parity bit. This code is an example of the so-called linear codes because the parity bit is
calculated as the modulo 2 sum of the information bits:

bpy1 =by+by+ -+ by modulo 1
Where by, b,, ..., by, are the information bits.

Recall that in modulo 1 arithmetic0+0=0,0+1=1,140=1 and1+1=0. Thus, if the
information bits contain an even number of 1s, then the parity bit will be 0; and if they contain an old
number, then the parity bit will be 1. Consequently, the above rule will assign the parity bit a value
that will produce a codeword that always contains an even number of 1s.

2.1 Single Parity Check Code

This pattern defines the single parity check code. If a codeword undergoes a single error during
transmission, then the corresponding binary block at the output of the channel will contain an odd
number of 1s and the error will be detected. More generally, if the codeword undergoes an odd
number of errors, the corresponding output block will also contain an odd number of 1s. Therefore,
the single parity bit allows us to detect all error patterns that introduce an odd number of errors. On
the other hand, the single parity bit will fail to detect any error patterns that introduce an even number
of errors, since the resulting binary vector will have even parity. Nonetheless, the single parity bit
provides a remarkable amount of error-detection capability, since the addition of a single check bit
results in making half of all possible error patterns detectable, regardless of the value of k. Figure 1.2
shows an alternative way of looking at the operation of this example. [6][4] At the transmitter a
checksum is calculated from the information bits and transmitted along with the information. At the
receiver, the checksum is recalculated, based on the received information. The received and
recalculated checksums are compared, and the error alarm is set if they disagree.

Check bits Pattern
. ) Received Information
Information bits ¢——— .
bits _
v
Recalculate check
bits
A _ 7 Channel
Calculate check bits > v
Check bits > Compare
Received bits

Information accepted ig

check bits match
Figure 1.2 Error-detection system using check bits
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This simple example can be used to present two fundamental observations about error detection. The
first observation is that error detection requires redundancy in that the amount of information that is
transmitted is over and above the required minimum. For a single parity check code of length k + 1,
k bits are information bits, and one bit is the parity bit. Therefore, the fraction 1/(k + 1) of the
transmitted bits is redundant.

The second fundamental observation is that every error-detection technique will fail to detect some
errors. In particular, an error-detection technique will always fail to detect transmission errors that
convert a valid codeword into another valid codeword. For the single parity check code, an even
number of transmission errors will always convert a valid codeword to another valid codeword.

The objective in selecting an error-detection code is to select the codeword that reduce the likelihood
of the transmission channel converting one valid codeword into another [8]. To visualize how this is
done, suppose we depict the set of all possible binary block as the space shown in Figure 1.3, with
code words shown by xs in the space and noncodewords by os. To minimize the probability of error-
detection failure, we want the code words to be selected so that they are spaced as far away from each
other as possible. Thus the code in Figure 1.3a is a poor code because the code words are close to
each other. On the hand, the code in Figure 1.3b is good because the distance between code words is
maximized. The effectiveness of a code clearly depends on the types of error that are introduced by
the channel. We next consider how the effectiveness is evaluated for the example of the single parity
check code.

0 00 0 0 o0 x is codeword 0 x0 x 0 0
X X X X X X . x 00 x 0O
000 0 0 O 0 is non-codeword 0 x 0 0 x O
(a). A code with poor distance properties (b). A code with good distance properties

Figure 1.3 Distance properties of codes
2.2 Effectiveness of Error-Detection Codes

The effectiveness of an error-detection code is measured by the probability that the system fails to
detect an error. To calculate this probability of error-detection failure, we need to know the
probabilities with which various errors occur. These probabilities depends on the particular properties
of the given communication channel. We will consider three models of error channels [18]; the
random error vector model, the random bit error model, and burst errors.

Suppose us transmission a codeword that has n bits. Defines the error vector € = (e, €5, ...,€, )
where e; = 1 if an error occurs in the ith transmitted bit and e; = 0 otherwise. In one extreme case,
the random error vector model, all 2™ possible error vectors are equally likely to occur. In this channel
model the probability of € does not depend on the number of errors it contains. Thus the error vector
(1, 0, ..., 0) has the same probability of occurrence as the error vector (1, 1, ... , 1). The single parity
check code will fail when the error vector has an even number of 1s. Thus for the random error vector
channel model, the probability of error detection failure is 1/2.

Now consider the random bit error model where the bit errors occur independently of each other.
Satellite communication provides an example of this type of channel [9][10]. Let p be the probability
of an error in a single-bit transmission. The probability of an error vector that has j errors is p/ (1 —
p)"~/, since each of the j errors occurs with probability p and each of the n — j correct transmissions
occurs with probabilityl — p. By rewriting this probability we obtain:

plé] = (1 —p)" " @p¥E = (1~ py (MO (M

Where the weight W(e_)) is defined as the number of 1s in'é . For any useful communication channel.

The probability of bit error is much smaller than 1, and so p < % and (%) < 1. This implies that
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for the random bit error channel the probability of € decreases as the number of errors (1s) increases;
that is, an error pattern with a given number of bit errors is more likely than an error pattern with a
large number of bit errors. Therefore this channel tends to map a transmitted codeword into binary
blocks that are clustered around the codeword.
The single parity check code will fail if the error pattern has an even number of 1s. therefore, in the
random bit error model:

plerror detection failure] = plundetectable error pattern]

= plerror patterns with even number of 1s] 2)

=GP -p" 2+ (" A -p)" "+

where the number of terms in the sum extends up to the maximum possible even number of errors. In
the preceding equation we have used the fact that the number of distinct binary n — tuples with j

ones and n — j zeros is given by
(n> _ n!
j/ o jtm—=jh)

In any useful communication system, the probability of a single-bit error p is much smaller than 1. We
can then use the following approximation:

p'(1-p) = p'(1—pj) =p".

For example, if p =1073 then p?(1—p)" 2 =~ 10 °and p*(1 —p)»* =~ 10712, Thus the
probability of detection failure is determined by the first term in equation 4. For example,
suppose n = 32 and p = 10™*. Then the probability of error detection failure is 5 X 107%a
reduction of nearly two orders of magnitude.

We have observed that a wide gap exists in the performance achieved by the two preceding channel
models. Many communication channels combine aspects of these two channels in that errors occur in
bursts. Period of low error rate transmission are interspersed with periods in which clusters of error
occur. The periods of low error rate are similar to the random bit error model, and the periods of error
burst are similar to the random error vector model, the probability of error-detection failure for the
single parity check code will be between those of the two channel models. In general, measurement
studies are required to characterize the statistics of the burst occurrence in specific channels.

III. TWO-DIMENSIONAL PARITY CHECKS

A simple method to improve the error-detection capability of a single parity check code is to arrange
the information bits in columns of k bits, as shown in Figurel.4. The last bit in each column is the
check bit for the information bits in the column. [11][13] Note that in effect the last column is a
“check codeword” over the previous m columns. The right-most bit in each row is the check bit of the
other bits in the row. The resulting encoded matrix of bits satisfies the pattern that all rows have even
parity and all columns have even parity. If one, two, or three errors occur anywhere in the matrix of
bits during transmission, then at least one row or parity check will fail, as shown in Figure 1.5.
However, some patterns with four errors are not detectable, as shown in figure. The two-dimensional
parity check code is another example of a liner code. It has the property that error-detecting
capabilities can be identified visually, but it does not have particularly good performance.
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Figure 1.4 Two —dimensional parity check code
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Figure 1.5 Detectable and undetectable error patterns for two-dimensional code

IV. PERFORMANCE OF LINEAR CODES

In figure 1.3 we showed qualitatively that we can minimize the probability of error detection failure
by spacing code words apart in the sense that it is unlikely for errors to convert one codeword into
another. In this paper we show that the error-detection performance of a code is determine by the
distances between code-words. The Hamming distance d (b4, b,) between the binary vectors b; and

b, is defined as the number of components in which they differ. Thus the Hamming distance between

two vectors increases as the number of bits in which they differ increases. Consider the modulo 2 sum
of two binaryn — tuples by + b,. The components of this sum will equal one when the

corresponding components in ﬁ and & differ, and they will be zero otherwise [14],[15]. Clearly this
result is equal to the number of 1s in by + b,, so

d((by,by) = w(by +b2) ©)

where w is the weight function introduced earlier. The extent to which error vectors with few errors
are more likely than error vectors with many errors suggests that we should design linear codes that
have code words that are far apart in the sense of Hamming distance.

Define the minimum distance d,,, of a code as follows

dmn = distance between two closest distinct codewords
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For any given linear code [16], [17], the pair of closest codewords is the most vulnerable to
transmission error, so d,,, can be used as a worst-case type of measure. Form equation 9 we have that
if b1 and b2

Is also a codeword. To find d,,,,,, we need to find the pair of distance codewords b; and b, that
minimized (b1, b;). By equation 10, this is equivalent to finding the nonzero codeword with the

smallest weight. Thus
dmn = weight fo the nonzero codeword with the smallest number of 1s

From Table 1.1, we see the Hamming (7,4) code has d,,,,, = 3.

Information Codeword weight
by b, bz by by by b3 by bs bs by w(b)
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 1 1 1 1 4

0 0 1 0 0 0 1 0 1 0 1 3

0 0 1 1 0 0 1 1 0 1 0 3

0 1 0 0 0 1 0 0 0 1 1 3

0 1 0 1 0 1 0 1 1 0 0 3

0 1 1 0 0 1 1 0 1 1 0 4

0 1 1 1 0 1 1 1 0 0 1 4

1 0 0 0 1 0 0 0 1 1 0 3

1 0 0 1 1 0 0 1 0 0 1 3

1 0 1 0 1 0 1 0 0 1 1 4

1 0 1 1 1 0 1 1 1 0 0 4

1 1 0 0 1 1 0 0 1 0 1 4

1 1 0 1 1 1 0 1 0 0 1 4

1 1 1 0 1 1 1 0 0 0 0 3

1 1 1 1 1 1 1 1 1 1 1 7

Table 1.1 Hamming (7, 4) code

If we start changing, the bits in a codeword one at a time until another codeword is obtained, then we
will need to change at least d,,, bits before we obtain another codeword. This situation implies that
all error vectors with d,,;; —1 or fewer errors are detectable. We say that a code is t — error
detecting if

Aoin = t + 1.

Finally, let us consider the probability of error-detecting failure for general linear code. In the case of
the random error vector channel model, all 2™ possible error patterns are equally probable. A linear
(n, k) code fails to datect only the 2% — 1 error vectors that correspond to nonzero codewords. We
can state then that the probability of error-detection failure for the random error vector channle model
is

2k—1

2n
increasing the number of parity bits n — k. Consider now the random bit error channel model. The
probability of detection failure is given by

~ 1/2™ %, [6][12] Furthermore, we can decrease the probability of detection failure by

pldetection failure] = p[g is a nonzero codeword]

= z (1 — p)n_w(b_) pw(g)

nonzero codewords b
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dmax

= > N @-prp

w=dmin
~ Ng_, p™min forp « 1

The second summation adds the probability of all nonzero code words. The third summation
combines all code words of the same weight. So N,, is the total number of codewords that have
weight w. The approximation results from the fact that the summation is dominated by the leading
term when p is very small. Consider the (7,4) Hamming code as an example once again. For the

. . . .11
random error vector model, the probability of error-detection failure is Pl On the other hand, for

the random bit error channel the probabiltity of error-detection failure is approximation 7p3, since
dmin = 3 and seven codewords have this weight. If p = 107%, then the probabiltiy of error detection
failure is 7 X 10712, Compared to the single parity check code, the Hamming code yields a
tremendous improvement in error-detection capability.

V. RESULTS AND DISCUSSION

This paper has proposed coding techniques that are applicable in error control for improving
the error-rate performance. The effectiveness of an error-detection code observed that a wide gap in
terms of errors occur in bursts by the two preceding channel models. Then performance of linear
codes are extent to which error vectors with few errors are more likely than error vectors with many
errors that should design linear codes that apart in the sense of Hamming distance.

VI. CONCLUSION

Result shows that a wide gap exists in the performance achieved by the two preceding channel
models. Many communication channels combine aspects of these two channels in that errors occur in
bursts. Period of low error rate transmission are interspersed with periods in which clusters of error
occur. The effectiveness of an error-detection code is measured by the probability that the system fails
to detect an error. To calculate this probability of error-detection failure, one needs to know the
probabilities with which various errors occur. These probabilities depends on the particular properties
of the given communication channel.
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