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ABSTRACT:  

A pattern is an entity, vaguely defined, that could be given a name, e.g. fingerprint image, handwritten word, 

human face, speech signal, DNA sequence. Pattern recognition is the study of how machines can observe the 

environment, learn to distinguish patterns of interest from their background, and make sound and reasonable 

decisions about the categories of the patterns. The goal of pattern recognition research is to clarify complicated 

mechanisms of decision making processes and automatic these function using computers. Pattern recognition 

systems can be designed using the following main approaches: template matching, statistical methods, syntactic 

methods and neural networks. This paper reviews Pattern Recognition, Process, Design Cycle, Application, 

Models etc. This paper focuses on Statistical method of pattern Recognition.  

KEYWORDS: Pattern, Artificial Intelligence, statistical pattern recognition, Biometric Recognition, 

Clustering of micro array data. 

I. INTRODUCTION 

Humans have developed highly sophisticated skills for sensing their environment and taking actions 

according to what they observe, e.g.,  recognizing a face, understanding spoken words, reading 

handwriting, distinguishing fresh food from its smell. [1]This capability is called Human Perception: 

We would like to give similar capabilities to machines. Pattern recognition as a field of study 

developed significantly in the 1960s. It was very much an interdisciplinary subject, covering 

developments in the areas of statistics, engineering, artificial intelligence, computer science, 

psychology and physiology, among others. Human being has natural intelligence and so can recognize 
patterns. [3]A pattern is an entity, vaguely defined, that could be given a name, e.g. fingerprint image, 

handwritten word, human face, speech signal, DNA sequence. [1]Most of the children can recognize 

digits and letters by the time they are five years old, whereas young people can easily recognize small 

characters, large characters, handwritten, machine printed. The characters may be written on a 

cluttered background, on crumpled paper or may even be partially occluded. Pattern recognition is the 

study of how machines can observe the environment, learn to distinguish patterns of interest from 

their background, and make sound and reasonable decisions about the categories of the patterns. 

[5]But in spite of almost 50 years of research, design of a general purpose machine pattern recognizer 

remains an elusive goal.  The best pattern recognizers in most instances are humans, yet we do not 

understand how humans recognize patterns. The more relevant patterns at your disposal, the better 

your decisions will be. This is hopeful news to proponents of artificial intelligence, since computers 

can surely be taught to recognize patterns. Indeed, successful computer programs that help banks 

score credit applicants, help doctors diagnose disease and help pilots land airplanes.[4] Some 

examples of Pattern Recognition Applications to state here are as follows: 
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Figure1: Fingerprint recognition. 

 

 

 
Figure2 : Biometric recognition. 

 
 

 

Figure3 : Pattern Classifier 

 

II. PATTERN  

A pattern is an entity, vaguely defined, that could be given a name, e.g. fingerprint image, handwritten 

word, human face, speech signal, DNA sequence. Patterns can be represented as (i) Vectors of real-

numbers,(ii)Lists of attributes(iii)Descriptions of parts and their relationships. Similar patterns should 

have similar representations. Patterns from different classes should have dissimilar representations. 

Choose features that are robust to noise and favor features that lead to simpler decision regions[23]. 

 

III. PATTERN RECOGNITION 

Pattern recognition techniques are used to automatically classify physical objects (2D or 3D) or 

abstract multidimensional patterns (n points in d dimensions) into known or possibly unknown 

categories. A number of commercial pattern recognition systems exist for character recognition, 

handwriting recognition, document classification, fingerprint classification, speech and speaker 

recognition, white blood cell (leukocyte) classification, military target recognition among others. 

Most machine vision systems employ pattern recognition techniques to identify objects for sorting, 

inspection, and assembly. The design of a pattern recognition system requires the following modules: 
sensing, feature extraction and selection, decision making, and system performance evaluation. The 

availability of low cost and high resolution sensors (e.g., CCD cameras, microphones and scanners) 

and data sharing over the Internet have resulted in huge repositories of digitized documents (text, 

speech, image and video). Need for efficient archiving and retrieval of this data has fostered the 

development of pattern recognition algorithms in new application domains (e.g., text, image and video 

retrieval, bioinformatics, and face recognition). [38] 
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IV. GOAL OF PATTERN RECOGNITION 

1)  Hypothesize the models that describe the two populations. 

2)  Process the sensed data to eliminate noise. 

3)  Given a sensed pattern, choose the model that best represents it. 

 

V. VARIOUS AREAS OF PATTERN RECOGNITION 

1) Template matching:- The pattern to be recognized is matched against a stored template while 

taking 

     Into account all allowable pose (translation and rotation) and scale changes. 

2) Statistical pattern recognition:- Focuses on the statistical properties of the patterns (i.e., 

probability   

     Densities) 
3)  Artificial Neural Networks:- Inspired by biological neural network models. 

4)  Syntactic pattern recognition: - Decisions consist of logical rules or grammars[13] 

 

Generally, Pattern Recognition Systems follow the phases stated below. 

1) Data acquisition and sensing: Measurements of physical variables, Important issues: 

bandwidth, resolution, sensitivity, distortion, SNR, latency, etc. 

2) Pre-processing: Removal of noise in data, Isolation of patterns of interest from the 

background. 

3)  Feature extraction:  Finding a new representation in terms of features. 

4) Model learning and estimation: Learning a mapping between features and pattern groups and 

categories. 

5)  Classification: Using features and learned models to assign a pattern to a category. 

6) Post-processing: Evaluation of confidence in decisions, Exploitation of context to improve 

performance, Combination of experts. 

5.1 Important issues in the design of a PR system 

- Definition of pattern classes. 

- Sensing environment. 

- Pattern representation. 

- Feature extraction and selection. 

- Cluster analysis. 

- Selection of training and test examples. 
- Performance evaluation. 

 

VI. DESIGN OF A PATTERN RECOGNITION SYSTEM: 

 

 

Figure 4: The Design Cycle 

 

Patterns have to be designed in various steps expressed below:  

 Step 1)  Data collection: During this step Collect training and testing data. Next the question arises  

How can we know when we have adequately large and representative set of samples? 
Step 2)  Feature selection: During this step various details have to be investigated such as Domain 

dependence and prior information ,Computational cost and feasibility, Discriminative features, 
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Similar values for similar patterns, Different values for different patterns, Invariant features with 

respect to translation, rotation and Scale,  Robust features with respect to occlusion, distortion, 

deformation, and variations in environment. 

Step 3)   Model selection: During this phase select models based on following criteria: Domain 

dependence and prior information., Definition of design criteria, Parametric vs. non-parametric 
models, Handling of missing features, Computational complexity Various types of models are : 

templates, decision-theoretic or statistical, syntactic or structural, neural, and hybrid. Using these 

models we can investigate how can we know how close we are to the true model underlying the 

patterns? 

Step 4) Training: Training phase deals with How can we learn the rule from data? 

 Supervised learning: a teacher provides a category label or cost for each pattern in the training set. 

 Unsupervised learning: the system forms clusters or natural groupings of the input patterns. 

Reinforcement learning: no desired category is given but the teacher provides feedback to the system 

such as the decision is right or wrong. 

Step) 5 Evaluation: During this phase in the design cycle some questions have to be answered such as 

how can we estimate the performance with training samples? How can we predict the performance 

with future data? Problems of over fitting and generalization.[18]  

6.1 Models in Pattern Recognition 

Pattern recognition systems can be designed using the following main approaches: (i) Template 

Matching, (ii) Statistical methods, (iii) Syntactic methods and (iv) Neural networks. This paper will 
introduce the fundamentals of statistical pattern recognition with examples from several application 

areas. Techniques for analyzing multidimensional data of various types and scales along with 

algorithms for projection, dimensionality reduction, clustering and classification of data will be 

explained.[1,2] 
Table 1: Models in Pattern Recognition 

Approach Representation  Recognition Function Typical Criterion 

Template Matching Samples, pixels, curves Correlation, distance 

measure 

Classification error 

Statistical Features Discriminant function Classification error 

Syntactic or Structural Primitives  Rules , grammar  Acceptance error 

Neural Network  Samples ,pixels, 

features  

Network Function  Mean square error 

VII. PROCESS FOR PATTERN RECOGNITION SYSTEMS 

As the figure 5 shows pattern recognition process has following steps. 

1) Data acquisition and sensing: Measurements of physical variables like bandwidth, resolution, 

sensitivity, distortion, SNR, latency, etc. 

2) Pre-processing: Removal of noise in data, Isolation of patterns of interest from the 

background. 

3)  Feature extraction: Finding a new representation in terms of features 

4) Model learning and estimation: Learning a mapping between features and pattern groups and 

categories. 

5) Classification: Using features and learned models to assign a pattern to a category. 

6) Post-processing: Evaluation of confidence in decisions, Exploitation of context to improve 
performance Combination of experts. 
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Figure5: Process Diagram for Pattern Recognition system 

VIII. PATTERN RECOGNITION APPLICATIONS 

Overall Pattern recognition techniques find applications in many areas: machine learning, statistics, 

mathematics, computer science, biology, etc. There are many sub-problems in the design process; 

many of these problems can indeed be solved. More complex learning, searching and optimization 

algorithms are developed with advances in computer technology. There remain many fascinating 

unsolved problems. Pattern Recognition Applications to state here are English handwriting 

Recognition ,any other foreign language e.g. Chinese handwriting recognition, Fingerprint 

recognition, Biometric Recognition , Cancer detection and grading using microscopic tissue data, 

Land cover classification using satellite data, Building and non-building group recognition using 
satellite data ,Clustering of micro array data.[16] 
 

Table 2: Some of the examples of Pattern Recognition Applications 

Problem Domain Applications Input Pattern Pattern Classes 

Bioinformatics Sequence Analysis DNA/Protein Sequence Known types of genes or 

pattern 

Data Mining Searching for meaningful 

patterns 

Points in 

multidimensional space 

Compact and well 

separated clusters  

Document Classification  Internet search  Text Document  Semantic Categories  

Document Image 

Analysis 

Optical character 

recognition 

Document image Alphanumeric characters, 

word 

Industrial Automation  Printed circuit board 

inspection 

Intensity or range image Defective/ non- defective 

nature of product  

Multimedia Database  

retrieval  

Internet search Video clip Video genres (e.g. Action 

,dialogue etc)  

Biometric recognition Personal identification Face, iris, fingerprint Authorized users for 

access control  

Remote sensing Forecasting crop yield Multi spectral image Land use categories 

,growth patterns of crop  

Speech recognition Telephone directory Speech waveform Spoken words 

Medical Computer aided 

diagnosis 

Microscopic image   

Military Automatic target 

recognition 

Optical or infrared image Target type 

Natural language 

processing 

Information extraction Sentences Parts of speech  
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IX. STATISTICAL PATTERN RECOGNITION 

Statistical pattern recognition is a term used to cover all stages of an investigation from problem 

formulation and data collection through to discrimination and classification, assessment of results and 

interpretation. Some of the basic terminology is introduced and two complementary approaches to 

discrimination described.[24] 

9.1 Steps in Statistical pattern recognition 

1. Formulation of the problem: gaining a clear understanding of the aims of the investigation and 

planning the remaining stages. 

2. Data collection: making measurements on appropriate variables and recording details of the data 
collection procedure (ground truth). 

3. Initial examination of the data: checking the data, calculating summary statistics and producing 

plots in order to get a feel for the structure. 

4. Feature selection or feature extraction: selecting variables from the measured set that are 

appropriate for the task. These new variables may be obtained by a linear or nonlinear transformation 

of the original set (feature extraction). To some extent, the division of feature extraction and 

classification is artificial. 
5. Unsupervised pattern classification or clustering. This may be viewed as exploratory data analysis 

and it may provide a successful conclusion to a study. On the other hand, it may be a means of 

preprocessing the data for a supervised classification procedure. 

6. Apply discrimination or regression procedures as appropriate. The classifier is designed using a 

training set of exemplar patterns. 

7. Assessment of results. This may involve applying the trained classifier to an independent test set of 

labeled patterns. 

8. Interpretation. [57] 

The above is necessarily an iterative process: the analysis of the results may pose further hypotheses 

that require further data collection. Also, the cycle may be terminated at different stages: the questions 

posed may be answered by an initial examination of the data or it may be discovered that the data 

cannot answer the initial question and the problem must be reformulated. The emphasis of this book is 

on techniques for performing steps 4, 5 and 6. 

9.2 Statistical pattern recognition Approach 

 In the statistical approach, each pattern is represented in terms of d features or measurements and is 

viewed as a point in a d-dimensional space. The goal is to choose those features that allow pattern 

vectors belonging to different categories to occupy compact and disjoint regions in a d-dimensional 

feature space. The effectiveness of the representation space (feature set) is determined by how well 

patterns from different classes can be separated. Given a set of training patterns from each class, the 

objective is to establish decision boundaries in the feature space which separate patterns belonging to 

different classes. In the statistical decision theoretic approach, the decision boundaries re determined 

by the probability distributions of the patterns belonging to each class, which must either be specified 

or learned . One can also take a discriminate analysis-based approach to classification: First a 

parametric form of the decision boundary (e.g., linear or quadratic) is specified; then the ªbestº 

decision boundary of the specified form is found based on the classification of training patterns. Such 

boundaries can be constructed using, for example, a mean squared error criterion. The direct boundary 

construction approaches are supported by Vapnik's philosophy [162]: ªIf you possess a restricted 

amount of information for solving some problem, try to solve the problem directly and never solve a 

more general problem as an intermediate step. It is possible that the available information is sufficient 

for a direct solution but is insufficient for solving a more general intermediate problem.[57] 
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Figure6 : Model for statistical pattern recognition 

 

X. RESULT & DISCUSSION. 

Pattern recognition is a field of study developing significantly from 1960s. It was very much an 
interdisciplinary subject, covering developments in the areas of statistics, engineering, artificial 

intelligence, computer science, psychology and physiology, among others. Pattern Recognition is such 

a field in Artificial Intelligence which has applications in varied domain such as Bioinformatics, Data 

Mining, Document Classification, Document Image Analysis, and Industrial Automation, Multimedia, 

Database retrieval, Biometric recognition, Remote sensing, Speech recognition, Medical, Military, 

Natural language processing. Statistical pattern recognition Approach, in the statistical approach, each 

pattern is represented in terms of d features or measurements and is viewed as a point in a d-
dimensional space. The goal is to choose those features that allow pattern vectors belonging to 

different categories to occupy compact and disjoint regions in a d-dimensional feature space 

XI. AWARENESS OF RELATED WORK 

There are various examples of Pattern Recognition Applications namely Bioinformatics, Data Mining 

Document  Classification, Document Image Analysis, Industrial Automation, Multimedia Database 

retrieval, Biometric recognition, Remote sensing, Speech recognition,, Medical,, Military, Natural 

language processing where various Input Pattern such as DNA/Protein Sequence ,Points in 

multidimensional space, Text Document, Document image, Intensity or range image, Video clip, 

Face, iris, fingerprint, Multi spectral image, Speech waveform, Microscopic image, Optical or 

infrared image, Sentences to match the pattern classes such as Known types of genes or pattern 

,Compact and well separated clusters ,Semantic Categories ,Alphanumeric characters, word, 
Defective/ non- defective nature of product ,Video genres (e.g. Action ,dialogue etc) ,Authorized 

users for access control Land use categories ,growth patterns of crop ,Spoken words, Target type, 

Parts of speech. The researcher has a wide interest in this field and is trying to do research in 

Biometric recognition and maintenance of attendance in some organizations in India  

XII. CONCLUSIONS 

Pattern Recognition plays a very vital role in Artificial intelligence. But now a day’s pattern 

recognition has become a day to day activity in everyday’s life. As human beings have limitations in 

recognizing various items, the field of pattern recognition is becoming very popular. The goal of 

pattern recognition research to clarify complicated mechanisms of decision making processes and 

automatic these function using computers is implemented in day to day life. Pattern recognition has 
various applications in numerous fields as data mining, biometrics, sensors, speech recognition, 

medical, military, natural language processing etc. Statistical pattern recognition is used to cover all 

stages of an investigation from problem formulation and data collection through to discrimination and 

classification, assessment of results and interpretation. Here each pattern is represented in terms of d 



International Journal of Advances in Engineering & Technology, Sept 2011. 

©IJAET                                                                                                          ISSN: 2231-1963 

134 Vol. 1, Issue 4, pp. 127-137  

 

features or measurements and is viewed as a point in a d-dimensional space. The authors have deep 

interest in the same field and my further research will explore the same area. Pattern recognition 

applications include Sequence Analysis, Searching for meaningful patterns, Internet search, Optical 

character recognition, Printed circuit board inspection, Internet search, Personal identification, 

Forecasting crop yield, Telephone directory, Computer aided diagnosis, Automatic target recognition, 
Information extraction. Various approaches in Pattern Recognition are Template Matching, Statistical, 

Syntactic or Structural and Neural Network. In Statistical pattern recognition the analysis of the 

results may pose further hypotheses that require further data collection. Also, the cycle may be 

terminated at different stages: the questions posed may be answered by an initial examination of the 

data or it may be discovered that the data cannot answer the initial question and the problem must be 

reformulated. Pattern recognition techniques find applications in many areas: machine learning, 

statistics, mathematics, computer science, biology, etc. There are many sub-problems in the design 

process. Many of these problems can indeed be solved. More complex learning, searching and 

optimization algorithms are developed with advances in computer technology. There remain many 

fascinating unsolved problems 
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