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ABSTRACT 

In an era inundated with text documents, the essence of text classification technology is paramount, serving as a 

linchpin for the categorization and delineation of diverse content types and facilitating streamlined information 

retrieval. This research delineates the development of an intricate text classification model, specifically tailored 

for BBC news articles, utilizing pivotal machine learning algorithms such as logistic regression, random forest, 

and K-nearest neighbour algorithms. The model is meticulously structured into distinct segments including text 

preprocessing, representation, classifier implementation, and classification, each playing a crucial role in the 

overall classification process. The evaluation phase of this research was marked by rigorous testing and 

analytical scrutiny of three distinct classifiers on the BBC news dataset, focusing on deriving outputs 

characterized by parameters like accuracy, precision, F1-score, support matrix, and confusion matrix. These 

parameters were instrumental in providing insights into the features exhibiting the highest value across various 

classes in the dataset, thereby assessing the reliability and performance of the classification models in 

categorizing text data effectively. The findings of this research underscore the superior efficacy of the logistic 

regression classifier, integrated with the TF-IDF Vectorizer feature, achieving an impressive accuracy of 97% on 

the dataset, proving its reliability especially with smaller datasets. The random forest and K-nearest neighbour 

classification algorithms also demonstrated commendable accuracy, with rates of 93% and 92% respectively, 

contributing to the advancements in the field of text classification using machine learning methodologies. The 

insights derived from the extensive evaluations and comparisons conducted have not only contributed to the 

advancement of text classification methodologies but also have enhanced the capability to organize and retrieve 

information efficiently in news articles. This refined classification system optimizes information retrieval in news 

content and lays down foundational innovations in text classification, extending its applicability to diverse 

domains and content types, and paving the way for more intuitive and intelligent information management 

systems. This document serves as a comprehensive guide, elucidating the selection rationale for these specific 

algorithms and aiding in discerning the most apt algorithm amongst the evaluated ones, based on meticulous 

analysis conducted, keeping in view the advancements and nuances in the field. The detailed exploration and 

results of this study are aimed at providing accessible and comprehensible solutions, advancing the field of text 

classification, and offering insights into models' decision-making processes, thereby fostering a deeper 

understanding of the models' decisions made through them. 

 

 KEYWORDS:  Natural Language processing, Logistic regression, Machine learning, Random Forest, K-

Nearest Neighbour (KNN) 

I. INTRODUCTION 

Artificial Intelligence (AI) and human intellect have united to usher in an exciting era of digital 

advancements that are revolutionizing various aspects of life. Artificial Intelligence, comprising 

systems capable of mimicking human tasks like object distinction and voice recognition, has seen 

widespread adoption across a range of fields. Machine learning, a pillar of AI, has emerged as an 

essential field, employing past learning experiences to predict future outcomes via algorithmic analyses 

of datasets. Machine learning's recent comeback can be attributed to the increased transparency of its 

underlying algorithms, making once-difficult tasks more accessible. Machine learning's origins lie in 
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mathematics and statistics, yet its applications span numerous fields, such as object differentiation, 

speech and text classification, weather forecasting, face recognition, medical diagnostics, etc. Machine 

learning's strength lies in its use of data exclusively as its basis; big data's role is essential to its 

evolution. 

Natural Language Processing (NLP) has revolutionized text classification. At an age when vast 

quantities of unstructured data are created daily, approximately 80% remains unstructured, requiring its 

transformation into structured formats for meaningful analysis. NLP, in conjunction with text mining, 

offers a solution enabling computers to extract valuable insights from various languages like Persian, 

Turkish, Chinese and English. NLP algorithms utilizing machine learning techniques to deduce rules 

from the text have found multiple applications across many fields: text classification, information 

extraction and retrieval, speech tagging and opinion mining, among others. NLP has become an 

indispensable part of modern computing as it empowers computers with intelligence in interpreting 

textual data intelligently. 

Text classification can be understood as a process analogous to mathematical mapping and can be 

represented as: 

 

𝑓: 𝑋 → 𝑌          (1) 
 

In this representation, 𝑋 symbolizes the varied sets of text that are slated for classification, and 𝑌 

represents the distinct categories to which the texts are assigned. Here, 𝑓 is the function that executes 

the classification, associating each piece of text in set 𝑋 to a designated category in set 𝑌. This 

mathematical representation offers a clear and organized framework, elucidating the principles of text 

classification. It ensures that every piece of text is methodically allocated to a particular category, 

enabling streamlined and effective management and retrieval of information. This analogy with 

mathematical mapping underscores the organized and deliberate methodology inherent in the process 

of classifying and categorizing textual information. 

 

This research paper describes a method for assigning predefined categories to texts within a dataset for 

efficient information retrieval. Classifiers use machine learning models to assess groups of texts and 

assign appropriate tags. Logistic regression, random forest, and K-nearest neighbour classifiers were 

employed to classify textual data. A comparative analysis was then performed in order to select the 

most efficient algorithm. Results have exceeded initial expectations with higher accuracy and precision 

than was anticipated while also identifying areas for further optimization of these algorithms, potentially 

leading to increased text classification performance. 

II. RELATED WORKS 

In a study by Yen et al. [1], logistic regression was employed for Chinese text categorization with an 

innovative approach that used N-gram-based language models instead of tokenization methods. This 

model, which takes into account word relationships in categorizing Chinese text categorization 

processes, eliminates the need for Chinese word tokenizers. In addressing the complications arising 

from out-of-vocabulary words, a ground breaking smoothing method has been introduced, utilizing 

logistic regression to amplify accuracy. This method is applied to fine-tune the probability associated 

with N-grams, while concurrently crafting a feature selection strategy, specifically designed for models 

based on N-grams. The findings from this research have shown that the adoption of this innovative 

method has led to considerable enhancements in F-measure performance in a variety of instances. 

Aseervatham and colleagues [2] have explored the application of logistic regression in resolving the 

challenges related to text categorization. They have argued that the performance of ridge logistic 

regression is closely aligned with the capabilities of support vector machine (SVM) algorithms. 

However, logistic regression stands out due to its ability to derive probability values, offering a deeper 

insight compared to the scores generated by other models. To augment the capabilities of logistic 

regression, the researchers have introduced a unique method of selection. This method, by initially 

calculating and subsequently selecting features, achieves sparse solutions that are comparable to ridge 

solutions, creating a balance between these and LASSO solutions and leading to optimal results. 
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Further, Elghazel and his team [3] have investigated ensemble multi-label text categorization, 

integrating rotation forest and latent semantic indexing (LSI) to improve categorization accuracy. The 

methodology they introduced is built on four key concepts: 1) the application of latent semantic 

indexing to explore a lower-dimensional concept space, 2) the randomized segmentation of vocabulary 

words to avoid any bias, 3) the bootstrapping of documents to ensure a representative sample, and 4) 

the incorporation of BoosTexter as a robust multi-label base learner. This comprehensive approach, by 

leveraging the intrinsic semantic structure of the text, aimed to enhance accuracy levels. The integration 

of latent semantic indexing and rotation forest resulted in remarkable improvements in precision, 

ranking loss, and error, surpassing five other prominent approaches when evaluated on a range of textual 

datasets. The exploration of these methodologies highlights the ongoing advancements and refinements 

in the domain of text categorization, with each study offering nuanced insights and pioneering solutions 

to the broader dialogue. 

Nadi and Moradi [4] highlighted the power of random forest as an ensemble method, especially for 

handling high-dimensional data. Their research provided an innovative technique to enhance its 

performance: by adjusting both tree number and depth for each individual tree. With this bounding 

technique, they aimed at increasing multiple perspectives or local views of a problem by restricting tree 

depth; their results demonstrated this approach can significantly improve classification accuracy on 

high-dimensional problems. 

N. Kumar and A. Kumar [5] conducted a research study with the aim of improving the efficiency of 

Australia's forest fire detection system. Australian bushfires in 2019-20 provided an important reminder 

of the urgent need to take measures that ensure effective prevention, protection, and preservation of the 

environment for its various species that depend on it. This study used data mining and machine learning 

techniques to detect forest fires quickly so that timely action could be taken to limit damage and lessen 

their effects. Researchers employed multiple classification algorithms, such as K-Nearest Neighbors 

(K-NN) and Artificial Neural Networks (ANN), in order to address limitations associated with existing 

fire detection systems. By analyzing a Kaggle dataset and employing Multilayer Perceptron (MLP) 

algorithm within an artificial neural network (ANN), this study demonstrated improved detection rate 

accuracy as evaluated through confusion matrix calculations. LANCE FIRMS data provided by NASA 

Earth Science Data and Information System (ESDIS), while model training/testing occurred using the 

University of Maryland dataset and implemented into Python, were utilized during research. 

Tan [6] conducted a study to optimize the K-nearest neighbour (KNN) classifier by addressing 

misfitting model issues arising from its assumptions. Recognizing its simplicity and efficiency, he 

proposed an innovative refinement strategy called DragPushing; experimental results confirmed this 

strategy had improved the performance of the KNN classifier. 

III. METHODOLOGY 

Machine learning algorithms are employed for text classification, each offering differing levels of 

accuracy and precision. In order to evaluate and compare these algorithms, three distinct classifiers - 

logistic regression, random forest, and K-nearest neighbours - were employed on a specific dataset for 

testing purposes. These classification algorithms have proved vital in assessing machine learning 

strategies and providing accessible and comprehensible solutions. Each algorithm operates differently; 

logistic regression relies on a particular formula for classification and prediction, while random forest 

creates nodes and trees. Research efforts conducted utilizing each of these three algorithms for text 

classification solutions have been found that help advance this field. 

In the methodology illustrated in Figure 1, a structured approach is delineated, outlining each phase in 

the procedure. Initially, the necessary libraries are imported for subsequent integration into the coding 

framework. Following this, the dataset intended for classification is introduced, with the BBC news 

dataset [7] being the dataset of choice in this instance. This dataset is structured with two columns: (i) 

the category, representing five distinct classes, and (ii) the text, containing the associated lines of text 

for each category. 
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Fig. 1 Architecture of the implementation 

Post the data loading phase, it is imperative to conduct any requisite cleaning operations to ensure the 

integrity of the data before progressing to the manual preprocessing of text lines. Once the preliminary 

focus is established, the emphasis shifts to text representation, a crucial step in refining the data for 

analysis. During the evaluation phase, three distinct classifiers are deployed on the dataset, yielding 

outputs characterized by five parameters. These parameters signify features that exhibit the highest 

value across the various classes in the dataset. The parameters include metrics like accuracy, precision, 

F1-score, support matrix, and confusion matrix, each providing a different perspective on the 

performance and reliability of the classification models in categorizing the text data effectively. 
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3.1 Data Preprocessing and Representation 

An initial step in data preprocessing involved creating a bar graph to visualize the distribution of text 

across five classes in the dataset, thus providing a clear overview without manual inspection. The bar 

graph was produced by plotting each category against text lines on the y-axis: for instance, the business 

had over 500, entertainment nearly 400 and politics 400+ lines, respectively. Once this graph had been 

examined, it allowed data preprocessing steps to begin, as shown in Figure 2. 

 

Fig. 2 Bar graph depicting the number of texts lines for different classes. 

 

Pre-processing or cleaning documents is an integral step in classifying them, so this section outlines all 

of its steps. Certain words, including prepositions, conjunctions and pronouns, do not significantly 

contribute to discriminating classes and are known as stop words. To increase classification accuracy, 

it is crucial that these stop words (such as 'the', 'a, 'and', but' or' etc.) are removed - for instance, by 

eliminating stopwords like these: 'the'; "a", "and", but" "or", etc.). To accomplish this task, a list of 

English stop words was downloaded and utilized to filter out irrelevant words [8]. Furthermore, 

stemming was applied in order to normalize the text; stemming helps condense sentences by eliminating 

tense variations while maintaining meaning. Porter Stemmer algorithm was chosen for this task, 

following pre-processing text with the lambda function and followed by joint operation on stemmed 

text. Sub-operations were then performed to assess whether all text consisted of lowercase and 

uppercase alphabets in order to unify and facilitate the classification of all the text. All lowercase 

alphabets were converted to uppercase. Once all pre-processing and cleaning had been completed, as 

illustrated in Table 1, cleaned text was obtained and included within it. 

 

Table 1 illustrates this step of data preprocessing and representation by showing the categories utilized 

in implementation in one column; then, original text without any preprocessing performed is showcased 

in another; finally, the cleaned text shows up, including the removal of unnecessary words such as "of," 

"in," and "the." 

 

After cleaning is complete, the next step should be preparing text in a format easily understood by 

machine learning algorithms. A Vectorizer is used for this task - this tool converts sentences or text into 

numerical arrays called Vectors. In this study, the TF-IDF Vectorizer is utilized to convert text into a 

numerical representation that conveys meaningful information. 
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  Table 1.  Text before and after cleaning 

 
 

The term frequency normalization method takes into account how frequently each word appears within 

its dataset, while its counterpart, the inverse document frequency measure, removes words that add little 

meaning to sentences. Therefore, when terms frequently appear throughout a text, their value decreases 

as their frequency becomes greater than expected. The TF-IDF technique isolates less common words 

while extracting relevant features from the corpus [9]. Notably, this algorithm emphasizes high-

frequency words within texts but with limited presence across corpora to focus on words with 

discriminatory power to distinguish different classes within text documents. 

 

The equation representing the TF–IDF algorithm is expressed as: 

 

𝑇𝐹 − 𝐼𝐷𝐹(𝑤)  =  𝑇𝐹(𝑤) ∗  𝐼𝐷𝐹(𝑤)          (2) 
 

The authors used an n-gram parameter as a measuring stick, representing adjacent letters or words in 

the text and helping predict subsequent items in sequence. N-gram captures language structure by 

identifying what follows after preceding letters or words in succession. Facilitates the generation of 

word vectors based on text context [10]. Furthermore, the norm function was employed to return a 

specific matrix based on the Ord parameter value; the L2 norm minimized sum-of-squared differences 

between target and estimated values and all elements were returned in array form after this process was 

complete. Subsequently, logistic regression, random forest and K-NN classifiers were individually 

employed to calculate accuracy, precision, F1-score and support scores. 

 

True positives were defined as correctly predicted values where both classes predicted, and actual 

classes matched up; true negatives represented correctly predicted negative values where both predicted 

and actual classes matched up (i.e. both classes predicted and actual classes did not match up). 

False positives were identified when predicted classes were considered 'yes' but actual classes were 

actually no. Conversely, false negatives occurred when predicted classes were identified as no, but 

actual classes were, in fact yes (Table 2). 
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Table 2. Diagram depicting four parameters 

 

Table 3. True Positive + false negative = total predicted positive 

 

Table 4 True Positive + false negative = actual positive 

 
Accuracy is a metric used to understand the proportion of correct predictions made by a model 

relative to the overall number of observations. It is mathematically represented as: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
       (3) 

 

Precision is another metric, focusing on the proportion of positive identifications that were actually 

correct. It is crucial when the costs of false positives are high. It is calculated as: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 +  𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
          (4)  

 

Recall, or Sensitivity, measures the proportion of actual positives that were correctly identified. It is 

essential when the cost of false negatives is high. It is represented as: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 +  𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
          (5)  
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The F1 Score is the harmonic mean of Precision and Recall and is a better measure when there are 

imbalanced classes. It is calculated using the formula: 

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =  2 ⋅
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
          (6) 

 

These metrics are pivotal in evaluating the performance of classification models, providing different 

perspectives on the model's ability to correctly identify observations, especially in cases where the 

classes are imbalanced or when the costs of false positives and false negatives are significantly 

different. They serve as a comprehensive approach to understanding the model's capability in various 

aspects of classification tasks, allowing for nuanced adjustments and optimizations. 

 

Support refers to the total number of samples within a class that accurately correspond to its true 

response, while confusion matrices assess a classifier's ability to predict values accurately by measuring 

true positives - meaning values belonging to their proper class instead of misclassification into another 

one. 

 

Once text pre-treatment and representation steps have been completed, implementation of classifiers 

takes place. Three classifiers - logistic regression, random forest, and K-nearest neighbours (KNN) are 

considered in order to determine optimal outputs. First, the dataset is divided into training and testing 

sets, with the latter comprising 25% and the former 75%, respectively, of data. Classifiers are then 

implemented through a pipeline approach. Pipelining assists the flow of algorithms by organizing data 

transformation and model testing and evaluation in an orderly manner. A machine learning pipeline 

typically comprises four stages: pre-processing, learning, evaluation and prediction. Adopting the 

pipeline approach serves multiple functions. First, it enhances the overall functionality of the model. 

Second, it improves data pre-processing and helps eliminate overfitting caused by datasets while 

providing for improved hyperparameter tuning within the pipeline. Implementation of a classifier via a 

pipeline also incorporates pickle as part of its implementation, which is a Python library used for object 

serialization and deserialization. By employing pickle, programs can be stored on disk for ease of access 

and predictions to be made without rewriting the entire codebase (Figure 3). 

 

3.2 Random Forest 

Random Forest's algorithm takes advantage of an ensemble of decision trees working together to form 

predictions. Decision trees serve as fundamental building blocks in this algorithm; Random Forest 

entails multiple such trees with nodes being defined during the pre-processing stage [13]. 

 

 
Fig. 3 Workflow of classifiers 

 

https://doi.org/10.5281/zenodo.10148008


International Journal of Advances in Engineering & Technology, October, 2023. 

©IJAET    ISSN: 22311963 

423 DOI: 10.5281/zenodo.10148008   Vol. 16, Issue 5, pp. 415-433 

 

Multiple trees are built using features from random subsets to select the optimal feature(s). Each 

decision tree is generated using an established decision tree algorithm. Collectively, these Random 

Forest trees help classify new objects from input vectors. Random Forest predictions primarily contain 

two sources of error, particularly with regard to decision trees: class membership and voting results 

across trees. However, there may still be potential sources of misclassification errors due to two key 

parameters: 

 

(i) Correlated trees in a forest can increase error rates significantly. 

 

(ii) Each tree possesses its own strength; lower error rates signify stronger classifiers and vice versa. 

 

The random forest algorithm features two notable characteristics: 

 

 (i) It can handle large sets of input variables without necessitating variable deletion. 

 

 (ii) It reveals insights into which variables hold importance during classification processes. 

 

 (iii) It boasts efficient performance even with large databases. 

 

 (iv) Once produced, generated forests or trees can be stored for future use. 

 

Implementation of the random forest algorithm involves several steps. 

 

Step 1: Randomly select K data points from the training data set. 

 

Step 2: Construct a decision tree using all K data points selected. 

 

Step 3: Before repeating steps 1-3, determine your desired number of trees (NTree). Steps 1-3 are 

repeated accordingly. 

 

Step 4: Predict the value of target variable y for a new data point by aggregating all predictions of NTree 

trees and selecting an average value as the final prediction. 

 

The mathematical formula for random forest classifier is:  

 

𝑛𝑖𝑗  =  𝑤𝑖𝐶𝑗   − 𝑤𝑙𝑒𝑓𝑡(𝑗)𝐶𝑙𝑒𝑓𝑡(𝑗)  − 𝑤𝑟𝑖𝑔ℎ𝑡(𝑗)𝐶𝑟𝑖𝑔ℎ𝑡(𝑗)          (7) 

   

   ni sub(j) = the importance of node j  

  w sub(j) = weighted number of samples reaching node j 

  C sub(j) = the impurity value of node j 

  left(j) = child node from left split on node j  

  right(j) = child node from right split on node j 

 

3.3 K-nearest Neighbours 

KNN (K-nearest Neighbours) is an algorithm for grouping similar items together within a dataset by 

using class labels and feature vectors as classifiers while also employing similarity measures for 

classifying new cases [12]. When applied to text classification, this approach represents texts using 

spatial vectors such as S(T1, W1; T2, W2; etc.). To determine similarity, it compares each text against 

its training set to find those with the highest similarity before selecting text with K nearest Neighbours 

classes, as shown in Figure 4. 
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Fig. 4 Flow chart for random forest classifier. 

Implementation of the K-nearest Neighbours (KNN) algorithm includes several steps. These include: 

Step 1: Initially, select the desired number of neighbours, known as K. 

Step 2: Calculate Euclidean distance to identify K-nearest neighbours for a new data point. 

Step 3: To count the data points belonging to each category within K neighbours. 

Step 4: Assign the new data point to the category with the highest count among its neighbours, as shown 

in Figure 5. 

The K-Nearest Neighbors (KNN) algorithm, when applied for text classification, follows a sequence of 

steps to categorize incoming text based on its similarity to the training text. Here’s a more detailed 

explanation of the steps and the mathematical formula involved: 

1. Representation of Texts as Feature Vectors: Initially, both the training text and the incoming 

text are represented as feature vectors within a vector space. This representation is crucial for 

quantifying the similarity between different texts. 

 

2. Comparison of Feature Vectors: Subsequently, a comparison is made between the feature 

vector of the incoming text and the feature vectors of each training text. This comparison is 

quantified using a mathematical formula that calculates the similarity between the vectors. The 

similarity between two feature vectors, 𝑠𝑖𝑚(𝑑𝑖, 𝑑𝑗) is calculated using the following formula: 

 

𝑠𝑖𝑚(𝑑𝑖, 𝑑𝑗)     =   
∑𝑀

𝑘=1 𝑊𝑖𝑘𝑊𝑗𝑘

√∑𝑀
𝑘=1 𝑊𝑖𝑘

2 √∑𝑀
𝑘=1 𝑊𝑗𝑘

2

          (8) 
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where,  

𝑑𝑖 and 𝑑𝑗 are the feature vectors of the incoming and training text, respectively.  

𝑀 represents the dimension of the feature vector. 

𝑊𝑖𝑘 and 𝑊𝑗𝑘 are the k-th elements of vectors 𝑑𝑖 and 𝑑𝑗, respectively. 

This method ensures that the incoming text is compared with each piece of training text in a structured 

manner, allowing for the identification of similarities based on the feature vectors, and subsequently 

enabling accurate classification of the incoming text. 

3. In the K-Nearest Neighbors (KNN) algorithm, the final step involves selecting the K-nearest 

neighbors of the incoming text. This selection is grounded on the computed similarity or comparison 

between texts. The similarity between the incoming text, represented as 𝑠𝑖𝑚(𝑑𝑖 , 𝑑𝑗) is a crucial 

component in determining the proximity or 'neighborhood' of the texts. Here, 𝛿 (𝑑𝑖 , 𝐶𝑚) represents the 

distance or dissimilarity measure between the incoming text and its neighbors, facilitating the 

identification of the most similar or 'nearest' neighbors in the feature space. This approach ensures that 

the incoming text is compared and classified accurately, considering its resemblance to the existing 

texts in the training dataset, allowing for a more nuanced and precise categorization based on the 

inherent characteristics of the texts. 

 
𝑠𝑖𝑚(𝑑𝑖 , 𝑑𝑗) 𝛿 (𝑑𝑖 , 𝐶𝑚)          (9) 

The formula behind the KNN are 

  

𝑄(𝑑𝑖, 𝐶𝑚)  =  ∑

𝐾

𝑗=1

𝑠𝑖𝑚(𝑑𝑖, 𝑑𝑗) 𝛿 (𝑑𝑖 , 𝐶𝑚) ∑

𝐾

𝑗=1

𝑠𝑖𝑚(𝑑𝑖 , 𝑑𝑗) 𝛿 (𝑑𝑖, 𝐶𝑚) 

                                                                                                                                                     (10) 
𝛿(𝑑𝑖, 𝐶𝑚)  =  {1, 𝑖𝑓 𝑑𝑖  𝜖 𝐶𝑚 𝑎𝑛𝑑 0, 𝑖𝑓 𝑑𝑖 𝜖 𝐶𝑚  

3.4 Logistic regression 

Logistic regression is a popular supervised classification algorithm that has experienced immense 

growth over the last several years and widespread implementation. It serves to classify individuals into 

categories according to a logistic function [14]. 

 

Fig. 6 a Graph when data points do not fit properly. b Graph when logistic regression is applied and one gets a 

perfect curve. 
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Figure 6a shows an example where one graph does not accurately represent all of the data points, 

showing how action changes with age; however, this graph fails to provide an ideal fit. For this issue, 

logistic regression algorithms are applied to data points, creating the graph in Figure 6b as shown by 

the logistic regression algorithm and its visual representation in Figure 7 by way of logistic regression's 

S-shaped curve (the so-called sigmoid curve). 

 

Fig. 7 Sigmoid curve. 

Logistic regression stands out among similar methodologies by its unique S-shaped curve that is 

characteristic of its use - often known as its unique feature of application in real-world situations. 

To delve into the mathematical aspect, let's start with the fundamental linear regression equation: 

𝑦 =  𝑏0  +  (𝑏1 ∗ 𝑥)            (11) 

Subsequently, we apply the sigmoid function to this, represented as:  

𝑝 =  
1

1 +  𝑒−𝑦
          (12) 

By substituting the value of 𝑦 from the linear regression equation into the sigmoid function, we derive 

the logistic regression equation as: 

𝑙𝑛 (
𝑝

1 − 𝑝
)  = 𝑏0  +  (𝑏1 ∗ 𝑥)          (13)  

or more generally, 

𝑙𝑜𝑔𝑖𝑡(𝑆)  =  𝑏0 +  𝑏1 𝑀1 +  𝑏2 𝑀2 +  𝑏3 𝑀3+. . . . . . . . . 𝑏𝑘 𝑀𝑘          (14) 

Here, 𝑆 denotes the probability of the presence of the characteristic of interest, 𝑀1, 𝑀2, 𝑀3, . . . . . . , 𝑀𝑘are 

the predictor values, and 𝑏0, 𝑏1, 𝑏2, 𝑏3, . . . . . . , 𝑏𝑘 are the intercepts of the model. 

The assumptions underlying logistic regression classifiers are crucial: 

1. It does not assume a linear relationship between the dependent and independent variables. 

2. The dependent variable is dichotomous, meaning it cannot be divided into two parts. 

3. The dependent variables do not need to be normally distributed, but they should be linearly 

related. 
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In the realm of text classification, the Logistic Regression (LR) model interprets a vector comprising 

variables, calculates the coefficients corresponding to each input variable, and subsequently predicts 

the text class in the form of a word vector, enhancing the understanding of the relationship between 

variables and the classification of texts.  

IV. RESULTS 

To delve into the results obtained post-execution of the code, it is crucial to acknowledge that the 

assessment of the deployed algorithms is meticulously performed, taking into account five pivotal 

parameters. These include accuracy, precision, F1-score, support matrix, and confusion matrix. These 

metrics serve as the cornerstone for evaluating the effectiveness and reliability of the algorithms in 

classifying and predicting outcomes accurately. The emphasis on these diverse metrics ensures a holistic 

and comprehensive analysis, allowing for a nuanced understanding of the algorithm's performance in 

various aspects, thereby facilitating the refinement and optimization of the model for enhanced 

precision and reliability. 

4.1 Random Forest Algorithm 

The Random Forest algorithm is a sophisticated ensemble technique aimed at addressing both 

classification and regression challenges. It operates by constructing a multitude of decision trees at 

training time and outputting the class that is the mode of the classes for classification or mean prediction 

of the individual trees for regression. This method leverages the concept of ensemble learning, where 

the decision trees, once formed, cast votes to determine the most prevalent class in classification 

scenarios or provide approximations of the dependent variables in regression scenarios. The results 

derived from employing the Random Forest algorithm are meticulously detailed in Table 5, where the 

Precision, Accuracy, F1-score, and Support values for each class are meticulously computed and 

analyzed. To illustrate, the Business class demonstrates a precision of 90.6% and an accuracy of 93%, 

with an F1 score of 91% and a support value of 144. The Entertainment class mirrors this performance, 

achieving a precision of 93%, accuracy of 90%, an F1-score of 91%, and a support value of 96. The 

Politics class aligns closely with a precision of 91%, accuracy of 90%, an F1-score of 91%, and a 

support value of 93. The Sports class excels with a precision of 97%, an accuracy of 97%, an F1-score 

of 97%, and a support value of 136. Lastly, the Technology class maintains a precision of 94%, an 

accuracy of 94%, an F1-score of 94%, and a support value of 88, as depicted in the corresponding 

confusion matrix. These detailed metrics offer profound insights into the efficacy of each classifier in 

accurately categorizing instances into the respective classes, allowing for a nuanced understanding of 

the algorithm's performance across different domains. The comprehensive analysis of these metrics is 

pivotal in evaluating the robustness and reliability of the Random Forest algorithm in diverse 

classification contexts. 

Table 5. Resultant outcome of all parameters in five different categories using random forest classifier 
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4.2 K-Nearest Neighbours Algorithm 

K-Nearest Neighbors (KNN), like random forest, is widely employed across industries for solving 

classification and regression problems. This algorithm takes into account k-closest training examples 

in feature space to determine where a data point falls within its grouping scheme. According to Table 

6's results, KNN shows an impressive accuracy rate of 92%. Particularly, for business class passengers, 

precision of 96% was reached, accuracy of 86% was obtained and an F1-score of 91% and support 

value of 130 was reached. Entertainment class passengers found themselves enjoying precision of 99% 

with accuracy 91%, F1 score of 95% and support values of 99 respectively. Politics classes achieved 

precision of 77%, accuracy of 98%, an F1-score of 86% and support of 109 while sports classes saw 

precision of 100%, 97% accuracy and an F1 score of 98% and support from 129 students. Precision of 

98%, accuracy of 89%, F1-score of 93% and support of 90 were achieved in the technology class using 

confusion matrix analysis to reveal classifier performance for each of its classes. Assuming the classifier 

correctly classified 112 lines belonging to the business class and all remaining ones were assigned 

another class, then this value indicates that 112 of those lines belong to that category. Similarly, in the 

second row, 90 is an indicator that indicates that the classifier correctly classified 90 lines of text into 

entertainment class while assigning the remaining ones to another category. The third row depicts that 

108 lines of text belong to the Politics class and were correctly classified, while some lines were 

misclassified into other classes. In the fourth row, the classifier successfully classified 125 lines of text 

for politics while misclassifying some as business, politics and technology classes. Finally, 80 lines 

were successfully classified for technology but misclassified into other classes. 

Table6. Resultant outcome of all parameters in five different categories using K-NN classifier 

 

4.3 Logistic regression Algorithm 

The logistic regression model can be used to evaluate the statistical significance of each independent 

variable in relation to probability. It has proven incredibly effective at modelling binomial outcomes. 

Logistic regression models can accurately determine the likelihood that someone will develop cancer-

based on various explanatory variables, as shown in Table 5.  
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Table 7.  Resultant outcome of all parameters in five different categories using logistic regression classifier 

 

In Table 7, the calculated values for precision, accuracy, F1 score, and support for each class are 

presented. For the business class, the recorded precision is 94%, accuracy is 99%, the F1 score is 97%, 

and the support is 135. The entertainment class exhibits a precision of 100%, accuracy of 98%, an F1 

score of 97%, and a support value of 91.1. The politics classes have a precision of 97%, accuracy of 

94%, an F1 score of 96%, and support of 103. The sports classes have showcased a precision of 99%, 

an accuracy of 100%, F1 scores of 100%, and support of 131. Lastly, the technology classes have 

achieved a precision of 98%, an accuracy of 96%, an F1 score of 97%, and support of 99. 

A confusion matrix is instrumental in providing insights into the ability of classifiers to accurately 

categorize instances into their respective classes, offering a detailed view of the performance of the 

classification model across different categories. This detailed perspective is crucial for understanding 

the model's strengths and areas that may require refinement to enhance its classification capabilities. 

4.4 Comparison Analysis of Three Algorithms 

To compare logistic regression, random forest, and KNN algorithms, they have been assessed based on 

four parameters - precision, accuracy, F1-score, and support - which allowed for comparisons across 

each algorithm across various categories. They presented these comparison results graphically using 

bar graphs to illustrate them further [15]. 

4.4.1 Precision 

Figure 8 displays the precision values for various algorithms across classes. Logistic regression 

achieved precision values of 0.94 for business classes, 1 for entertainment classes, 0.97 for politics 

classes, 0.99 for sports classes, and 0.98 for technology. Random forest recorded preciseness values 

between 0.9-0.993, while KNN recorded 0.99-99-77-1.99-1 for each of their respective classes. 
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Fig. 8 Categories versus precision showing variations of data set classes with respect to change in precision  

4.4.2 Accuracy 

Figure 9 presents accuracy values for various classes for each algorithm. Logistic regression reached 

accuracy values of 0.99 in business, 0.98 for entertainment, 0.94 for politics, 0.99 for sports and 0.96 

for technology, while Random Forest and KNN both achieved 0.93 accuracy levels within those same 

classes; KNN obtained values between 0.86, 0.91, 0.99, 0.97 and 0.89. 

 

Fig. 9 Categories versus Accuracy showing variations of data set classes with respect to change in accuracy 
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4.4.3 F1-Score 

Figure 10 provides F1-score values for various algorithms across classes. Logistic regression achieved 

F1-score values of 0.97 in business, 0.99 for entertainment, 0.96 for politics, 0.99 for sports and 

technology, while random forest achieved F1-scores between 0.91, 0.91, 0.91, 0.97, 0.94 with KNN 

achieving values between 0.91 0.91 0.95 0.86 0.98 and 0.93 respectively for their classes. 

 

Fig. 10 Categories versus F1- score showing variations of data set classes with respect to change in F1-score 

4.4.4 Support 

Figure 11 displays the support values for each algorithm across various classes. Logistic regression 

achieved support values of 133 for business, 91 for entertainment, 103 for politics, 131 for sports and 

99 for technology, respectively. Random forest achieved support values of 144, 96, 93, 136 88, while 

KNN reached 130, 99, 110, 129,90 for different classes. 

 

Fig. 11 Categories versus support showing variations of data set classes with respect to change in support 
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Overall, the comparison analysis allows us to assess the performance of three algorithms in terms of 

precision, accuracy, F1-score, support across various classes, and bar graphs provide an effective visual 

display of these results. 

V. CONCLUSIONS  

In the pursuit of developing advanced text classification models, this study meticulously crafted a model 

focusing on the categorization of BBC News articles, leveraging prominent machine learning 

algorithms like logistic regression, random forest, and K-nearest neighbour algorithms. The evaluation 

metrics, pivotal in assessing the efficacy of these algorithms, were meticulously delineated and 

examined in the context of this research. The importance of accuracy is undeniable in the application 

of machine learning algorithms to distinct datasets. The findings of this research underscore the efficacy 

of the logistic regression classifier, coupled with the TF-IDF Vectorizer feature, marking an impressive 

accuracy of 97% on the dataset in question. This classifier has manifested its superiority in accuracy, 

especially when dealing with smaller datasets, establishing itself as a reliable choice. Following closely, 

the random forest classification algorithm manifested a commendable accuracy rate of 93%. 

Meanwhile, the K-nearest neighbour classification algorithm secured an accuracy of 92%. The logistic 

regression classifier exhibited steadfast performance across diverse parameters, aligning well with the 

anticipated outcomes. The selection rationale for these specific algorithms is elaborated in the related 

works section of this study. This document serves as a comprehensive guide, aiding in discerning the 

most apt algorithm amongst the evaluated ones, based on the meticulous analysis and comparisons 

conducted, keeping in view the advancements and nuances in the field of text classification using 

machine learning methodologies. 

VI. FUTURE SCOPE 

In developing a proficient model, this study has attained noteworthy precision and accuracy levels; 

however, several aspects in this domain still necessitate deeper exploration. A notable challenge 

emerges when implementing Support Vector Machine (SVM) with the dataset utilized in this study. 

Additionally, the reliance on solely statistical and text-based information in this investigation presents 

its own set of challenges. The Random Forest algorithm has demonstrated encouraging results in diverse 

practical scenarios; however, addressing the learning from text data with class imbalance remains a 

pivotal challenge that warrants direct confrontation. 

The applicability of these algorithms extends beyond the current scope, encompassing datasets inclusive 

of images and audio. The integration of existing technologies, such as image recognition for image 

datasets and Part-Of-Speech text recognition, broadens the realms of applicability in this study 

significantly. Moreover, delving into machine learning algorithms like Logistic Regression or Decision 

Trees can offer enhanced insights into comprehending the decision-making processes of models and 

interpreting the resolutions derived through them. It's crucial to continuously explore and address the 

challenges and advancements in machine learning methodologies like SVM, Random Forest, and 

Logistic Regression to enhance their efficacy and applicability in diverse research domains. 

Automation's current advancements can reap great benefits from text classification applications. Such 

apps have the power to streamline the execution of user commands that direct machines directly. 

Furthermore, computer security vulnerabilities require effective policies and configuration of computer 

systems; intrusion detection systems play an invaluable role in detecting attacks against such 

vulnerabilities and mitigating attacks effectively. 

Text classification faces another difficulty due to its complex feature space. Text domains often consist 

of features that do not directly relate to classification tasks - some features could even negatively impact 

classification accuracy. 

Therefore, efforts should be directed toward feature selection and dimensionality reduction techniques 

to maximize the efficiency and effectiveness of text classification models. 
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